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Abstract. This paper introduces a method to automati-
cally propose and choose a correction for an incorrectly
written word in a large text corpus written in Slovak.
This task can be described as a process of finding the
best matching sequence of correct words to a list of in-
correctly spelled words, found in the input. Knowledge
base of the classification system - statistics about se-
quences of correctly typed words and possible correc-
tions for incorrectly typed words can be mathematically
described as a hidden Markov model. The best match-
ing sequence of correct words is found using Viterbi
algorithm. The system will be evaluated on a manually
corrected testing set.
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1. Introduction

Important part of the natural language processing, sta-
tistical language modeling and information retrieval is
a preparation of text data. The problem is that the
text data often contain typographical and grammatical
errors that decrease its information value. This paper
will focus on the problem of correcting possibly incor-
rectly typed sentence. Spell-checking refers to the task
of identifying and marking incorrectly spelled words in
a document written in a natural language [1].

As it is known from the world of word processors, the
spell-checker containing a dictionary of correct words
is probably able to find incorrect word form and pro-
pose a list of corrections. Choosing the best matching
correct word depends on the surrounding context. The
user then can manually check the selected word, choose
one of the proposed word forms, correct the word man-

ually or proclaim that the correction is not necessary,
because the word is truly correct.

The algorithm for correction of the text using an
incorporated spell-checker then can be described as:

• check if the highlighted word is really incorrect,

• if it is, check if the correction is in the list of the
proposed corrections,

• if a correction is in the list, choose the best possible
one,

• if a correction is not available, then manually
rewrite the word to its correct form.

In the case of a very large textual data, such as train-
ing corpora or web search indices it is simply not pos-
sible to use this method that requires human interven-
tion. In order to improve the data it is necessary to
reduce human work and do it as much as it is pos-
sible in an unsupervised way. One part of the work
can be done using a rule based system that can solve
the simplest correction by replacing by its usual cor-
rection. In the case when there are more corrections
possible, a statistical approach is necessary in order to
choose the best correction from the list according to
the surrounding context.

2. The State of the Art

The technique of finding misspelled word and providing
a list of possible corrections is known for a long time in
common word processing software, such as Microsoft
Word or OpenOffice Writer. It is common that these
applications also provide other tools, checking not only
spelling, but also the grammar using a rule-based sys-
tem. However, proposing a correction autonomously is
still not common in the office area.
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According to [1], [2], errors related to the misspelled
words can be categorized into two basic classes:

• non-word errors - where the misspelled word is
not a valid word in a language,

• real-word errors - where the word in question is
valid yet inappropriate in the context, and hence
not giving the intended meaning.

Paper [1] states that human typing leads to non-word
errors that can arise due to three major factors:

• typographic errors - a result of motor coordina-
tion slips and are related to keyboard mis-punches
(e.g. “the” - “teh”, “spell” - “speel”),

• cognitive errors - caused by the writer’s miscon-
ceptions (e.g. “receive” - “recieve”, “conspiracy”
- “conspiricy”),

• phonetic errors - a result of substituting a
phonetically equivalent sequence of letters (e.g.
“seperate” - “separate”).

Grobbelaar and Kinyua [3] proposed a system ca-
pable of providing corrections for the South African
language. Sirts [4] deals with spelling errors, caused
by learners of Estonian. This approach utilizes hidden
Markov model (HMM) and part-of-speech (POS) tag-
ging in order to choose the best correction of a word.
In [5], Li, Duan and Zhai focused on the correction of
web search queries and used HMMs with discrimina-
tive training. Lund and Ringer [6] used a decision lists
in order to improve OCR recognition accuracy. Rod-
phon et al. [7] used bigram and trigram probability to
select the best word in the OCR recognition result in
the Thai language. In [8], Zhou et al. used a tribayes
method to propose the best correction.

3. The Proposed Approach

The most simple correction mechanism possible is to
use search and replace, where a manually created a list
of incorrect expressions and their corrections are used
to search and replace common errors. However, this
approach have its limitations and have to be supple-
mented by some more sophisticated methods.

If the word is out-of-vocabulary (OOV), it can be
one of:

• word tokens - regular word, proper name, foreign
word,

• non-word tokens - numbers, web links, incor-
rectly typed words.
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Fig. 1: Viterbi trellis for a sentence.

The first step of the automatic correction should de-
cide, if the OOV word is feasible for automatic word
correction. This step ensures that possibly useful OOV
word are not “destroyed” and incorrectly replaced by
one of the vocabulary words. The following heuristic
rules are proposed to identify an incorrect word. The
word probably contains typing error if:

• it is not in the vocabulary of the correct words,

• it is lowercase,

• it does not contain features characteristic for for-
eign word, such as strange letters, numerals, un-
common letter combinations.

After the words qualified for automatic correction
are identified, the spell-checking can be described as a
process of finding the best possible sequence of correct
words, given to the list of possibly incorrect words.

The most common method for classification of the
time dependent (sequence) data is hidden Markov
model and the Viterbi algorithm. In this case, words
distorted by errors in the sentence can be described as a
sequence of observation o (bottom part of Fig. 1). Pos-
sible corrections w for these words o are hidden states.
The Viterbi algorithm then can assign the most prob-
able sequence of the corrected words to the given list
of possibly incorrect words (marked by the bold lines).

To make correct representation of this problem us-
ing the HMM framework in a way similar to [9], it is
necessary to correctly express basics components of the
HMM: observation matrix P (o|w) and state transition
matrix P (w|h).

Observation matrix is a probability of the occurrence
of the incorrect form of the word according to its cor-
rect form. The first problem is that the number of pos-
sible incorrect word forms is infinite. Then the method
of maximum likelihood estimation is impossible to use
and have to be estimated in a different way. A heuris-
tic procedure for probability P (o|wj) of observation o,
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according to the state wj is then estimated as

P (o|wj) =
C − j

C∑
i=0

(C − i)

, (1)

where j is order of the word proposed by the spell-
checking module. C is a number of proposed correc-

tions by the spell-checking module and

C∑
i=0

(C − i) is

a normalizing constant, so that the first proposed cor-
rection of the spell-checker has the highest probability.
It assumes that the first proposed word by the spell-
checking module has the highest probability of a match
with current observation. Also note that this expres-
sion is not mathematically correct, because it does not
ensure that sum of probabilities for all possible bad
forms for the inspected state is one.

State set of a HMM is a list of all correct forms of
words, given by the manually checked dictionary. The
state-transition matrix is a language model of the tar-
get language and expresses probability of occurrence
of a word according to the given context. The Slovak
language is characterized by many possible morpho-
logical word forms. As a consequence, every operation
that considers statistical information about sequences
of words, such as word spelling correction, needs to
have a proper method of training to improve the per-
formance of the system [10].

In the case of n-gram language model, the maximum
likelihood estimation P (w|h) of the word w according
to the context h is given by

P (w|h) =
C(h,w)

C(h)
, (2)

where C(h,w) is count of the sequence (h,w) and C(h)
is count of the context h in the training corpus.

However, this formula cannot be used in practice,
because in the case of insufficient training data, counts
of n-grams are often zero. This type of language model
then incorrectly gives zero probability also for those sit-
uations that are perfectly valid in the given language.
From this reason a method of adjusting resulting prob-
ability (smoothing) have to be chosen to estimate the
probability of events that had not been observed in the
training corpus as it is in [11].

If incorrect words, state and observation probabili-
ties can be estimated, the most probable sequence of
the corrections can be calculated using Viterbi algo-
rithm. For every possible correct word form a trellis
is constructed and every node has assigned a certain
value V (t, i) that is used to find the best possible se-
quence as a path in this trellis.

The Viterbi value of a node, representing a transition
a correct word form to another (a state-transition) can
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Fig. 2: The proposed system structure.

be calculated using a recursive formula:

V (t, i) = P (ot|wti ) max
j∈St−1

V (t− 1, j)P (wti |wt−1,j), (3)

where V (t, i) is Viterbi value for word wi in time
t, P (ot|wti) is observation probability similar to the
Eq. (1), V (t − 1, j) is Viterbi value of word wj in
time (t− 1) and P (wti |wt−1,j) is transition probability
given by the language model, as it is described by the
Eq. (2). The whole process is depicted in the Fig. 1,
where each word ot in a given sentence has some pos-
sible corrections wi(t). Then a value Vi(t) is assigned
for every possible correction and using backtracking
from the last value it is possible to derive the best se-
quence of corrections for the given sentence. After all
nodes in the Viterbi trellis are evaluated, the best path
(the best sequence of correct words) can be found us-
ing backtracking, taking paths with the best Viterbi
evaluation.

To summarize, the automatic correction algorithm,
processes a given sentence:

1. applies rule based corrections in order to deal with
the most simple errors,

2. identifies possibly incorrect words,

3. for every incorrect word proposes a list of correc-
tions,

4. constructs a Viterbi trellis, evaluating all possible
transitions between correct states,

5. using backtracking proposes the best sequence of
correct states.

4. The Experimental Part

The most important part of any natural language pro-
cessing task is a proper training corpus preparation.
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Tab. 1: Evaluation of bad words detection on the testing set.

Result/Class Word correct Contains error
true 28 699 128
false 99 393

Prec: 0,24 Rec: 0,56

It is required the language model for the unattended
spelling corrector is composed of the grammatically
and typographically correct text. As a training set,
a corpus created from Slovak fiction books have been
used, as it is considered to be manually checked and un-
affected by the typographic errors. The training corpus
contains 49 592 554 tokens in 2 910 180 sentences.

The training corpus preparation step includes word
tokenization, sentence boundary identification, sen-
tence and token filtering, transcription and training
sentences correction as it is noted in [12]. The list of
words have been constrained to the biggest manually
checked the dictionary of the Slovak words (6, 5 mil. of
unique words) [13].

It is important to say that both training text for the
classifier’s language model and input text containing
errors have very similar structure - both should be a
result of the same text preparation process. For this
purpose, the same method for the testing set prepara-
tion has been used on a selection of the Slovak blog web
pages [12], because it is considered to contain typing
errors and its style is close to the fiction, used in the
training corpus. Testing part of the blog corpus has
29 319 tokens and 1 507 sentences.

In the first experiment, success rate of the bad word
detection has been evaluated. Results summarized in
the Tab. 2 show that the weakest part of the pro-
posed system is identification of words where spell-
check should be applied. Heuristic procedure presented
above seems to be insufficient. In order to improve effi-
ciency of the system it is required to extend dictionary
to reduce the number of words that should not have
proposed corrections. Otherwise, too large number of
words that are good but have incorrectly assigned cor-
rection is present in the output of the system.

The second evaluation (see Tab. 1) focused on the
words that were truly incorrect and the system found
a correction for them. Results are comparable to the
ones presented in [4], [8] that claim accuracy of spelling
correction around 85 %.

It is possible to say that in some cases correction
failed, because the spell-check module was not able
to propose correct form and classiffier had to choose
only from incorrect forms. If a correct form had been
available, sometimes Viterbi algorithm chosen wrong.
Anyway, it is possible to conclude that the described
classifier is sufficient and the biggest room for improve-

Tab. 2: Evaluation of detected errors and their corrections.

Correct corrections 93 72,6 %
Bad correction proposal 15 11,7 %
Bad classifier decision 20 15,6 %
Classifier corrects 73 78,4 %

ment is in the dictionary, that contains a list of words,
that are not qualified for correction.

The results of the experiments show that error in the
assigning a correction can be made if: a) the given rules
and dictionaries contain errors; b) the heuristic rules
for recognition of possibly incorrect word fail; c) the es-
timated observation probability is not sufficiently cor-
rect; d) the given language model is not good enough;
e) the spell-checking module propose wrong possible
corrections. If all of these weak points are implemented
in a plausible way, then the result of the human unat-
tended correction process might be acceptable. If the
output of the automatic correction is gathered, pro-
cessed and manually checked by human supervisor, the
whole system can be improved by analyzing the result,
updating the list of good words and correction rules.

5. Conclusion

This approach can utilize human effort as much as pos-
sible and large amounts of text can be corrected in an
unsupervised way. Alternatively, this approach can be
used in a semi-automatic way, where the system au-
tonomously proposes a correction and human operator
can approve it. Decision then can be remembered and
used in latter cases. As a result, probability of occur-
rence of OOV word is reduced and the well corrected
training corpus should produce a better results.

This contribution is the first for the Slovak language
and thus it can not be directly compared to other ap-
proaches. Still it can be used as a starting point for
future research and it seems to be valuable for other
languages. The presented results can be improved by
better detection of the incorrect word and by improv-
ing the vocabulary. It also might be useful to try other
classification techniques.
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