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Abstract. Power and area estimation in the early stage
of designing is very critical for a system. This paper
presents the neural network-based early area and power
estimation model. The flow starts with the training
of the neural network model from the selected behav-
ioral level parameters, which imposes to provide ac-
curate estimations. The model accuracy is validated
against ITC99 benchmark programs. The run-times
are faster than the synthesis run-times. For the ASIC-
based designs, the proposed model took 5 seconds, while
Synopsys Design Compiler took 5 minutes. In terms
of timing, the estimation speed is more than the order
of magnitude faster than the conventional synthesis-
based approach. The modeling methodology provides
a better, accurate, and fast area and power estima-
tions, at an early stage of the Very-Large-Scale Integra-
tion (VLSI) design. In addition, the model eliminates
the need for synthesis-based exploration and provides
the design picking before synthesis.
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1. Introduction

Raising the abstraction level to the system level is
the most important countermeasure adopted to handle
the increasing complexity of System on Chips (SoCs).
Decisions taken at this early stage of design cycle level
have the greatest impact on the final design in terms

of the design metrics such as performance, power, area,
etc [1]. However, taking decisions at this level is
very difficult, since the design space is extremely wide.
Efficient system-level estimation methods are therefore
necessary for designspace exploration. The designs are
getting complex to incorporate more functions, thereby
increasing the area and power dissipation. Therefore,
a quick and accurate estimation of power and area
characteristics is of a paramount importance to guide
the decision-making process.
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Fig. 1: Speed accuracy trade-off.

2. Literature Review

For the area estimation, some techniques are tailored
for certain partitioning schemes [2] and [3]. Such
schemes are suitable for iterative partitioning algo-
rithms where the area of the hardware part is updated
after adding (removing) any component to (from)
the hardware side. Other techniques estimate the hard-
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ware area independently of the partitioning process.
Most of the published work performs a transformation
step to express the input description into an Intermedi-
ate Representation (IR) such as Trimaran IR [4], Con-
trol Data Flow Graph (CDFG) [5], and VHDL AST [6],
and then, apply the estimation process on the in-
termediate format. In [7], a technique was pro-
posed to estimate the Field Programmable Gate Ar-
ray (FPGA) area utilization of the data flow graphs
(DFGs) from applications. The technique using DFGs
can again be divided into different categories and a for-
mula can be developed for each category to estimate
the area. In [8], an area estimation approach was
presented for the look-up-table based FPGAs that
take into account not only gate area and delay, but
also the wiring effects. Similarly, in [9] an area
model was presented which is based on transforming
the given multi-output Boolean function description
into an equivalent single-output function. The primary
issue in both the work is the model complexity. In [10],
a parameterized macromodel was presented which is
derived by actual synthesis of Register Transfer Lan-
guage (RTL) operators using back- end logic synthesis
and place-and-route tools. However, the time to get
the final result was more significant.

Similarly, Significant research has been done to pro-
vide a low power solution [11], [12] and [13], and mod-
els have been developed for energy and power estima-
tion at the highlevel of abstraction in embedded sys-
tem design. In [14], simulation-based power estima-
tion tool, Powersim, was presented for SystemC designs
at system-level. This model uses the energy of each op-
eration by simulating the designs; nevertheless, the re-
ported relative error is more than 15 %.

By identifying computing resources of heterogeneous
SoC, neural network-based system level power estima-
tion was presented in [15]. The maximum error of 31 %,
using a linear model, and 4.78 % error is reported using
a non-linear model.

[16] presents an equation based resource utilization
model for automatically generated DFT soft core IP.
However, the estimation error is about 6 %.

In [17], input data based simulator for power es-
timation has been presented. There is a high mis-
match of the power estimation result of the simulator
to the VPR cad tool. The reported estimation error
varies from 35 to 82 %. The leakage power for ASIC
designs was estimated in [18]. The linear regression
model with a maximum error of 12 % has been re-
ported for the Hardware Description Language (HDL)
of the circuits.

In [19], an approach to estimate the amount of the re-
quired "on" capacitance of each decoupling capacitors
at runtime to achieve runtime decoupling capacitors
modulation in multi-core chips was proposed. This

work was motivated by the characteristic of the power
profiling of circuit blocks in a processor chip.

Power Inference using Machine Learning (PRIMAL),
a machine learning based power estimation framework
at RTL level for ASIC based designs was proposed
in [20]. However, to speed-up the design cycle it can
be shifted at the higher level of abstraction.

To summarize there is a need for the fast and efficient
area and power estimation model for a given high-level
application.

The remainder of this paper is organized as follows.
Section 3. describes the modeling methodology.
Section 4. discusses the results and the validation.
Finally, Sec. 5. concludes the paper.
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Fig. 2: Estimation flow.

3. Methodology

The basic component of estimation process is given
below in the Fig. 2. Initially, the HDL descrip-
tion is given to the Synopsis Design Compiler [21]
to get the area and power details of the designs.
The next block, sample design space, contains samples
of the power and area along with number of statement
given in HDL description. The profiling of the appli-
cations to get the sample space is discussed in the next
sub-section.This information is given as input to the ar-
tificial neural network block [22] for training of the net-
work. The output unit of this supervised Artificial
Neural Network (ANN) consist of the area and power.

3.1. Model Parameters

The primary step was the profiling of the training ap-
plications which involves the identification of the model
parameters. Training set generation and training
of the neural network. The initial step for estima-
tion is generation of good number of samples to train
the neural network. For the generation of training set
the behavioral level description was sampled in terms
of:

• Type of statements.
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• Type of bits.

• Clock frequency.

1) Types of Statements

In HDL Description there are three types of state-
ments.

• Assignment Statements: The assignment state-
ments are those in which computed value (either
constant or computed from expression) assigned
to the other signals or case blocks. The assignment
statements are responsible for net switching power
only. But the area depends on number of cells.

• Control Statements: Control assignments are
the type of statements in which a certain if-else
conditions or case statements are there.

• Computational Statements: Computational state-
ments are those in which arithmetic and logic
expressions are analyzed. These statements are
responsible for cell internal power only. The area
varies according to the type of arithmetic and log-
ical expression.

If Sa, Sc, and Scomp represents the three statements
and n represents the number of input-output bits then
the total power and area can be represented as:

Pt = f1(Sa, Sc, Scomp, n), (1)

At = f2(Sa, Sc, Scomp, n). (2)

The area would be equivalent to the implementation
units of the statements. The bit-size n is introduced
to signify the difference between the bit-size of the as-
signments statements and computation statements. As
different bit-size will realize a different hardware and
thus, cause a change in the power and area.

2) Types of Bits

Type of bits refers to number of bits required to per-
form that operation. In HDL description there are in-
structions which require different number of bits to per-
form assignment or computational operation. On in-
creasing the number of bits the power is also increases
proportionally.

y ≤ a+ b. (3)

For example, in Eq. (1), suppose a and b are two
1 bit numbers and the power for the presented opera-
tion would be low as compared to the two 2 bit num-
bers. As for 2 bit operation it requires 2 bit adder
made from two 1 bit adder. Consequently, it increases
the area and power.

3) Clock Frequency

As from the expression of power:

P = α(CV 2
dd)f. (4)

Where α is the activity factor, C is the load capaci-
tance, Vdd is the supply voltage, and f is the clock fre-
quency. f is directly proportional to the power there-
fore Clock frequency of an operation is also a parameter
to consider into accounts for power.

Figure 3 is the proposed model for area and power es-
timation which contains assignment statement, control
statements, computational statements, type of bits,
and clock frequency as inputs, and area and power as
outputs. The default activity factor of 50 % has been
used. The operating frequency, capacitive load C, and
power supply were 300 MHz, 13 fF, and 1.2 V, respec-
tively.
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Fig. 3: Proposed model for estimation.

The output of the proposed model having 5 inputs
is given with the following equations:

P

An
= tansig

(
n=5∑
n=1

wnfIn + bFf

)
, (5)

Output = tansig

f=5∑
f=1

P

An
wFfO + bOF

 . (6)

In the above expression In are the inputs, wnf are
the weights from the inputs to the hidden layer neu-
rons, bFf are the biases to the hidden layer neu-
rons, wFfO are the weights of hidden layer neurons
to the output layer neuron, and bOF is the bias
to the output neuron. The training of ANN is car-
ried out with trainlm learning algorithm. trainlm sup-
ports train6ing with validation and test vectors. A to-
tal of 31 applications were used for the training. Out
of which 15 % applications were used for validation
and 15 % were used for the testing during the training
phase. After that, the trained model was validated for
the different benchmark applications Validation vec-
tors have been used to stop over-fitting. Test vectors
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have been used as a further check that the network
is generalizing well. The regression plot for training,
validation, and testing of dataset is shown in Fig. 4.
The regression value for the training, validation, and
test set is very close to 1, which shows that the pro-
posed model is performing good for the new set of test
data as well.
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(a) Training: R = 0.93124.
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(b) Validation: R = 0.99976.
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(c) Test: R = 0.95035.
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(d) All: R = 0.93244.

Fig. 4: Regression plot for training, validation and testing
dataset.

4. Results and Discussion

In this section, we have validated the estimated
area and power against the area and power obtained
from the commercial tool using applications which
are different from the training. The results obtained
from the Synopsys Design Compiler are compared
with the estimated results obtained from the proposed
method.

The proposed estimation model is applied
on the nine ITC benchmark [23] applications.

errori =

(
ei − pi

pi

)
· 100. (7)

In the above expression, errori is the percentage
error in the estimate, ei is the estimated area and
power obtained from the model, and pi is the area and
power obtained from the Synopsys Design Compiler,
for an application i.

The power estimation comparison with classical
method is shown in Fig. 5. The relative error per-
centage in the power estimation is shown in Fig. 6.

The relative errors of 0.19 % to 9.33 % and 0.19 %
to 7.43 % are observed for power and area estimation,
respectively.

Tab. 1: Comparison of Estimated power and Synthesis power
for ITC99 benchmarks.

Benchmarks Synthesis Estimated Relative
[23] power power error(mW) (mW)
B1 228.3053 206.989 9.33
B2 163.0591 168.2312 3.17
B3 1403.591 1373.2681 2.16
B4 2188.65 2184.382 0.19
B6 430.9004 453.5294 5.25
B7 1698.601 1701.9693 0.19
B8 791.3677 799.649 1.04
B10 164.9191 154.3107 6.43
B11 3817.71 3806.8961 0.28

Average error 3.12
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Fig. 5: Comparison of synthesized and estimated power.
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Fig. 6: Observed error in the estimation.

The area estimation comparison with classical
method is shown in Fig. 7. The relative error per-
centage in the area estimation is shown in Fig. 8.

The run-times are faster than the synthesis runtimes.
The area and power estimation time of the proposed
model compiled on an Intel core i3 processor with clock
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Tab. 2: Comparison of Estimated area and Synthesis area for
ITC99 benchmarks.

Benchmarks Synthesis Estimated Relative
[23] area area error
B1 83 82.0783 1.11
B2 58 53.6867 7.43
B3 382 384.5271 0.66
B4 982 968.8896 1.33
B6 130 131.3214 1.01
B7 776 777.9353 0.24
B8 314 312.1492 0.58
B10 311 294.6238 5.26
B11 793 794.5067 0.19

Average error 1.98
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Fig. 7: Comparison of synthesized and estimated area.

frequency of 3.30 GHz, was 5 seconds, while the re-
sults obtained form the synopsys design compiler for
the same machine took 5 minutes to estimate the power
and area for ITC99 benchmark applications. The pro-
posed method is 12 times faster than the conventional
method. Moreover, the proposed method is better than
other works. The comparison is shown in Tab. 3 and
Tab. 4.
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Fig. 8: Observed error in the estimation.

Tab. 3: Comparison with other works for power estimation.

Sr. No. Approaches Average
error %

1. [1] 10 %
2. [24] 6 %
3. Proposed method 3.12 %

Tab. 4: Comparison with other works for area estimation.

Sr. No. Approaches Average
error %

1. [25] 3.2 % to 4 %
2. [16] 6.1 %
3. Proposed method 1.98 %

5. Conclusion

In this paper high-level area and power estimation
method for the ASIC based designs have been pre-
sented. In terms of timing, the estimation speed is
more than an order of magnitude faster of the commer-
cial tools i.e. Synopsys Design Compiler. The estima-
tion error is in the range varies from 0.19 % to 7.43 %
and from 0.19 % to 9.33 % for area and power, re-
spectively. In addition, different works have targeted
either power or area only, while the proposed method
has targeted both.

The generic approach for area and power estimation,
presented in this paper may be applicable to many
other estimation problems such as estimation of cost,
execution time etc. In addition, the proposed model
can be conveniently used for rapid design space explo-
ration.
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