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Modelling of failure effects to integrity of system

distribution of these elements is assumed to be exponential,

1. INTRODUCTION

Fail-safety is the typical behaviour of railway
signalling systems. In consideration of the reached
knowledge-level and limited technical and economical
possibilities it is realistic to recognise that there is still
certain hazard and that it is practically not possible to
avoid it completely. That’s why the term ,.safety” has to
be understood relatively and quantitative methods
should be used for its quantification [1], [2]. For a
successful solution of this problem a systematic
approach is necessary. It could be characterised as a
searching process of the optimal strategy for safety
assurance. This process concern all phases of the
product life-cycle. To reach the safety of a signalling
system, the pre-production phases of his life-cycle are
important, because the system has to be already born
with safety. It is not possible to ,.add" the safety to the
system [3].

In order to raise the reliability or safety of the
system, following measurements could be applied - but
they drive to redundancy:

O of the hardware — reservation of construction-
parts at all levels of the system;

O of the software — implementation of diagnostic
systems (they are not necessary for the
operational function), program for repeating or
multiple repeating calculation;

O of the information - using of coding for failure
detection or correction;

@ of the time — additional raising of time request
for the calculation together with information
and software redundancy or prolongation of the
calculation time as a consequence of the
repeating.

As arule, one form of redundancy implicate another
forms of redundancy. For this reason, redundancy
usually can be divided into:

& space redundancy;

G time redundancy.

Space redundancy is bound to the hardware, and its
using can be caused not only by the hardware
redundancy but also by the software and information
redundancy, because the existence of this both forms of
redundancy is bound to the hardware. Time redundant is
usually bound to the software, information and time
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redundancy.

Which form of redundancy and what extent it will
be used to, should be decided in the beginning phase of
the system life-cycle, when on the basis of reliability and
safety specification the future structure of the system
will be designed. By choosing the system structure,
simple models describing safety characteristics of the
system can be used.

In the following phases of the system life-cycle
a much more complicated model could be constructed,
depending on the concrete solution of the system.

2. PROBABILITY MODEL OF THE FAILURE
EFFECTS

The failure rate of the component could be
considered as a phenomenon (a common expression in
the technical literature is event). As a common rule we
can consider that if the phenomenon Ay,.., A, are:

U statistically dependent, then probability of their
intersection
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Two phenomena are mutually exclusive, if it is not
possible for them to occur contemporary. Two
phenomena are independent, if the occurrence of one of
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them does not change the occurrence probability of
another.

The occurrence of the event A; when it is known
that A; has occurred, is know as the conditional event.
The probability of this conditional event is defined as

P Rlyna) (5)
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under the premise, that f, 1# 0.

The occurrence of the failure is considered as
unavoidable and that’s why the signalling systems must
include mechanisms to manage (to negate) the failure
consequences. The measurements for failure control are
effective only if the failure can be identified. Therefore,
computer-signalling systems are equipped with a
functional diagnostic system and as a rule with a testing
diagnostic system too.

Let assume that the failure detection and negation
mechanism operate in the way, that if a failure was
detected during the time interval ((!c%)%, fct(;} , then in

the end of this time interval the system will get into pre-
defined safety state, but if no failure was detected during

the time interval ((k-l}o, k:tg>, so the system can

continue his work as failure-free (where k = 1, 2, 3, ..).
Because of security reason, the probability of the hazard
state occurrence must be detected during this time
interval.

2.1.  Model for a systemrn oo n

We think of amulti-channel system with an
evaluation circuit (Fig. 1). Voting element should
accompolish only the voting function # oo n and should
feature ideal characteristics regarding reliability and
safety.

I Voting element

i

Fig. 1. Principal diagram of a multi-channel system n

00 1.

The occurrence of the event A, means the
occurrence of failure of n channels (units) during the
time interval (7, t + f) under the premise, that up to time
t no failure of no n unit occurred. Concerning the safety
reason, occurrence of the event A, should be seen as
dangerous.

Probability of occurrence of the event A,
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In the case of exponential distribution of failure
occurrence for each unit the probability of failure
occurrence of all 7 elements in the time interval {1, 1 + 1)
is defined by
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the time 7 <t
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where 4, means the failure rate of the i-th unit.
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We think of following systems:

0 One-channel system; this system comprehends
only one unit with constant of failure rate ;.
Failure of the unit means also occurrence of an
undesirable incident. Then

P(s{f;sm@g ) T (Me“”‘ﬂ'ﬂ) '

0 Two-channel system 2 oo 2; this system
comprehends two units with constant of failure
rate A, and Ay A contemporaly occurrence of

failure of both units means also occurrence of
an undesirable incident . Then

P{a(?;g:wg,zw‘:su@] ) (1 —e M )(1 —e ) (D

O  Three-channel system 3 oo 3; this system
comprehends three units with constant of
failure rate 1y, A; a 43 A contemporaly
occurrence of failure of all three units means
also occurrence of an undesirable incident.
Then
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2.2.  Model for the system m oo n

We think of a multi-channel system with an
evaluation circuit. Evaluation circuit should accomplish
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only the voting function /m 00 n and should feature ideal
characteristics regarding reliability and safety.

Occurrence of the event 4; means failure rate of
some m units of the entire number of » units during the
time interval (¢, 1 + tp) under the premise, that up to time
¢ no failure of no m unit occurred. Concerning the safety
reason, occurrence A; should be seen as dangerous. The
total number of different events A, for the system m
oo n is defined by

[t (13)
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Then the occurrence probability of at least one A;
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where 4, is i-th event of the entire number £.

Railway signalling systems are often designed as 2
00 3 systems. In the case of a 2 oo 3 system we should
assume the occurrence of following events:

0O Event A; — failure occurrence of the unit 1 and
unit 2 during the time interval (1, 1 + t,) under
the premise, that up to time ¢ no failure
occurred at unit 1 nor at unit 2.

4 Event A, - failure occurrence of the unit 1 and
unit 3 during the time interval (¢, ¢ + ) under
the premise, that up to time r no failure
occurred at unit 1 nor at unit 3.

0 Event A; — failure occurrence of the unit 2 and
unit 3 during the time interval (¢, ¢ + #,) under
the premise, that up to time ¢ no failure
occurred at unit 2 nor at unit 3.

Occurrence probability of event A,

[‘,,,{+1Q§ 1, ],/,)m (l "‘(%’W/z‘m ) (i *{{'/‘"m )’ (15

where k = 1, 2, 3, while/ # j and , means rate of the i-
th unit.
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Events 4;, A,, A; are statistically depending on each
other. Conditional probability of failure occurrence 2
of 3 units during the time interval (¢, 7 + 1) under the
premise, that up to time ¢ no failure occurred at unit 1
hor at unit 2, nor at unit 3.
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In the case of exponential distribution of failure
Occurrence for each one unit
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If there is a system supplied with identical channels
(hi=ly=A3=14)
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Fig, 2 shows the probability of failure occurrence
diagram of critical failure occurrence function, for
various structures of multi-channel systems. We can see
at Fig. 1, that by judging the safety of the system only
by integrity, in this case a 2 00 3 system features worse
parameters than 2 oo 2 or 3 oo 3 system.
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Fig. 2. Diagram of probability of critical failure
occurrence at several multi-channel systems.

Regarding complex systems there is areal
assumption, not to detect and master all failures within
the pre-defined time interval.

Should

. 1 (19)
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where MTDF is the mean time to failure detection and &
1s the rate of failure detection.

We assume multi-channel systems according to Fig.
1 with an evaluation circuit accomplishing the voting
function 2 oo 2 or 2 0o 3. The channels of the proposing
systems are identical and are characteristic by their
constant failure rate A and constant rate of failure
detection ¢. For the proposed systems there are in [4]
divided following relation to calculate the probability of
hazardous system state:
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Fig. 4. Probability hazardous state of the system 2
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Fig. 3 (Fig. 4) adiagram is demonstrating the
probability hazardous state for the system 2 0o 2 (2 oo
3) for precise value 4 and J. The diagrams show, that
probability hazardous state of the system is depending at
a high degree on the failure detection time. We can
conclude, that multi-channel systems can reach the
required safety level also with standard elements under
the condition of early failure detection. Generally, the
better the reliability parameters are, the lower the
requirements for the failure diagnostic system are.

3. CONCLUSION

It is characteristic for an umit (system)
with exponential  distributed  probability of failure
occurrence, that if this unit (system) at time 7 has not yet
failed, its failure rate within the next ume interval (1, 1 +
15/ is not depending on time 7, but on the time interval (7,
1 1)

A signalling system is considered to be a system in
continual operation and in the case of failure
responsibility for the railway traffic changes to the
human operator. The error rate of a human being is
much higher then of the system. Hence, the final hazard
related to the signalling system operation depends on the
system reliability too. To compare the integrity and

availability could change the situation in favour of the
system 2 00 3.

Generally, the safety of asystem could be
understood as a collection of its characteristics, where
we can include, beside others, the system integrity and
readiness. System safety integrity is a dominant, but not
the only safety attribute of the system. There is a usual
approach  to  build  amodel for each system
characteristic. Such an approach can reach local
optimum for particular characteristics. There is certain
dependency between essential characteristics of the
system. So it is useful to build a model, which allows to
find aglobal optimum while respecting required
minimal levels of characteristics and economical
acceptation of the proposed solution. Such a model
could be advanced to the process operation level and
accept the hazards coming from the persons
participating at the controlling.
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